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Simple models of the spatial distribution of cloud radiative properties 

for remote sensing studies” 

This project aimed to assess the degree to which estimates of three-dimensional cloud struc- 

ture can be inferred from a time series of profiles obtained at a point.The work was motivated by the 

desire to understand the extent to which high-frequency profiles of the atmosphere (e.g. ARM data 

streams) can be used to assess the magnitude of non-plane parallel transfer of radiation in thc atmo- 

sphere. We accomplished this by performing an observing system simulation using a large-eddy sim- 

ulation and a Monte Carlo radiative transfer model. 

Wc define the “3D effect” as the part of thc radiative transfer that isn’t captured by onc-dimen- 

sional radiative transfer calculations. We assess the magnitude of the 3D effect in small cvmulus 

clouds by using a fine-scale cloud model to simulate man); hours of cloudiness over a continental site. 

We thcn use a Monte Carlo radiative transfer model to compute the broadband shortn-ave fluxes at 

the surface twice, once using the complete three-dimensional radiative transfer F 

the ICA F I C A ) ;  the difference between them is the 3D effect 

3 0  , and once using 
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Simulating evolving cloud fields 

We simulate the development of shallow convection using a large eddy simulation developed 

by Bjorn Stevens at  UCLA. In our experiments the model is configured with grid spacings of 50 m in 

the horizontal and 40 m in the vertical. The domain extends 8 km horizontally and from the surface 

to 4.36 km. Boundary conditions in the horizontal are periodic. Clouds form and dissipate through 

condensation and evaporation. 

The model is initialized with small random perturbations in the potential temperature field. 

We make three sets of runs, each with a different velocity profile for the applied large-scale wind. In 

“constant wind” runs the wind blows from thc wcst at 5 m/s  throughout the domain. In “~pecd 



shear”runs wind direction is constant but vclocitv increases from 3 . 5  m/s  near thc surface to 7.8 

m/s  at the top of the model; the region in which most clouds develop has a mean large-scale wind 

speed near 5 m/s. In “directional shear” runs the applied wind speed is held fixed at 5 m/s  but the 

direction varies from wcsterly near the ground to southerly at thc top of thc domain 

The model is run for up to I 2  hours at a time. Surface fluxes of !atent and sensible heat, along 

with aclvcctive tcndencics for temperature and water, are prescribed based on observations obtained 

around a continental site in June. Three-dimensional fields of the atmospheric state, including cloud 

liquid water content, are saved every five minutes once clouds have begun to form. We simulate 

observations by a perfect set of profiling instrurncnts by rccording the state of the central column in 

the domain every ten seconds. We create different cloud field realizations by var)ing the initial 

potential temperature perturbations and running the model again. Our final clataset comprises about 

2 10 hours of  cloud evolution, clivitlcd roughly evenly among thc threc wind velocity profiles. 

Simulating radiative fluxes in inhomogeneous clouds 

We make ICA and three-dimensional radiative transfer calculations using a single Monte Carlo 

model. We computc broadband fluxcs by integrating over 1 3 bands in thc spcctral range 0.16 pm to 

7.6 pm weighted according the incoming solar flux. Cloud optical properties within each LES grid 

cell are determined from cloud liquid water content by assuming a constant drop number concentra- 

tion of 200 per cubic centimeter and a gamma droplet size distribution with an cffcctivc variancc of 

0. I .  Cloud single scattering properties (extinction, single scattering albedo, and scattering phase 

function) are tabulated for each spectral band using Mie theory. Gaseous absorption is treated using 

the shortwave Rapid RadiativcTransfcr Model using mixing ratio profiles cxtcntling from the surfacc 

to 40 km. Surface albedo varies with wayelength.The code uses the maximal cross-section method 

for three separate layers (above, below, and in the cloud levels). We use 10 photons for each scene, 

which yiclds flux accuracies of about 0.3% in homogcncous clouds, and prcsumably greater accuracy 

in domain-averaged tluxes when cloud fraction is small. 
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Simulating observations by profiling instruments 

We simulatc observations by a pcrfcct instrument by extracting the timc series of cloud prop- 

erties in the cloud model’s central column every ten seconds. We interpret these as two-dimensional 

slices of c!our!iness hy choosing a constant advection velocity v, and assigning a spatial bvidth of 

A x  = vAt to profilcs scparatcd by timc intervals A t .  Wc call thesc cross-scctions “soda straws,” to 

indicate that they have been constructed from individual columns. These cross-sections can be accu- 

mulated over any time intervai; we have examined windows of 30 minutes, one ‘hour, ,mti three 

hours . 
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Figure 1 : Three snapshots of cloud evolution during the course of a large-eddy simulation of 
shallow convection over a continental site, and the cloud field that would be observed by a perfect 
profiling instrument at the center of the domain. The upper panels show liquid water path in g/m2; 
the lower panel liquid water content in g/m3. We estimate the magnitude of the three dimensional 
effect in both sets of clouds. 
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Thc same question arises for us as for those using real observations in this way: what value of P 

provides the best mapping from time to space?We trv to make the fewest possible assumptions. We 

compute 

uid water content qi as a function of height and timc. 

average wind speed for each time interval by weighting the actual wind speed by the liq- 

' I  

v = p ( t ,  z)ql(t ,  Z)dl 
J 

f' 

whcrc bo& quantitics arc averagcd over the horizontal domain at  cach level and cach timc 

step. We assume that v equals the advection speed v, and ignore the effects of varying wind direction, 

wen in those runs with directional shear in the ~pplied winds. The conversion from time to space 

(i.e. thc horizontal distance each profilc represents) is constant for a givcn time interval (now a 2D 

scene) but varies between intervals. 

What causes errors in estimate of the 3D effect made from series of profiles? 

We can assess thc overall error in estimates of thc 3D cffcct madc from a timc scrics of profilcs 

by subtracting the 3D effect estimated from the 3D, time evolving scenes (i.e. "the truth") during 

some time interval from the 3D effect inferred from the soda straws accumulated over the same 

timc; that is 

By performing radiative transfer calculations on various subsets of the time-evolving, three- 

dimensional cloud fields produced by the large eddy simulation, we are able to decompose this error 

in the 3D effect into threc parts: thc impact of the frozcn turbulcncc assumption, thc impact of 

under-sampling by a profiling instrument, and the difficvlty in estimating the magnitude of the 3D 

effect from a two-dimcnsional slice of clouds: 
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Thc relative importance of these thrce factors, averaged over all one-hour intcrvals as a func- 

tion of solar illumination angle, is shown in FIGURE. Both the frozen turbulence assumption and 

under-sampling introduce large amounts of noise into a the estimate made for an) particular hour, 

but thcse crrors tcnd to canccl out over time. Almost all of the systcmatic error arises from the lack 

of knowledge about cloud structure in the third dimension.This causes an overestimate of the 3D 
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Figure 2: Mean error and hour-to-hour variability in the ability to estimate the 3D effect 



Implications 

Long-term observations by ground-based profilers can provide an invaluable source of infor- 

mation on cloud macro-structure and internal variability. Given long enough, the profiling instru- 

ments capture essentially all of the variability that exists in the full cloud fields, and can effectively 

use the frozen turbulence assumption to determine the two-dimensional cloud structure. We have 

shown, however, that these records can not be used without further manipulation to estimate the 

magnitude of the 3D effect in scattered clouds, because the profilers are unable to produce informa- 

tion about cloud variability (and cspccially cloud edges) in the direction perpendicular to the advec- 

tion. This implies the need for statistical methods capable of extending the observed variability into 

the thlrd dimension. 
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desire to understand the extent to which high-frequency profiles of the atmosphere (e.g. ARM data 

streams) can be uscd to assess the magnitude of non-plane parallel transfcr of radiation in thc atmo- 

sphere. We accomplished this by performing an observing system simulation using a large-eddy sim- 
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sional radiative transfer calculations. We assess the magnitude of the 3D effect in small cumulus 
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Simulating evolving cloud fields 

We simulate the development of shallow convection using a large eddy simulation developed 

by Bjorn Stcvens at UCLA. In our cxperiments the modcl is configurcd with grid spacings of 50 m in 

the horizontal and 40 m in the vertical. The domain extends 8 km horizontally and from the surface 

to 4.36 km. Boundary conditions in the horizontal are periodic. Clouds form and dissipate through 

condcnsation and cvaporation. 

The model is initialized with small random perturbations in the potential temperature field. 

We make three sets ofruns, each with a different velocity profile for the applied large-scale wind. In 

“constant wind” runs the wind blows from thc west at 5 m/s  throughout thc domain. In ‘‘S~CCCI 
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shear” runs wind direction is constant but velocity increases from 3.5 m /s near the surface to 7.8 

m/s  at the top of the model; the region in which most clouds develop has a mean large-scale wind 

speed near 5 m/s. In “directional shear” runs the applied wind speed is held fixed at 5 m/s  but the 

direction varies from westerly near the ground to southerly at the top of the domain 

The model is run for up to 12 hours at a time. Surface fluxes of  latent and sensible heat, along 

with advective tendencies for temperature and water, are prescribed based on observations obtained 

around a continental site in June. Three-dimensional fields of the atmospheric state, including cloud 

liquid water content, are saved ever): five minutes once clouds have begun to form. We simulate 

observations by a perfect set of profiling instruments by rccording the statc of the central column in 

the domain everv ten seconds. We create different cloud field realizations by varying the initial 

potential temperature perturbations and running the model again. Our final dataset comprises about 

2 10 hours of cloud evolution, ciivided roughly evcnly among the thrce wind velocity profiles. 

Simulating radiative fluxes in inhomogeneous clouds 

We make ICA and three-dimensional radiative transfer calculations using a single Monte Carlo 

model. We compute broadband fluxes by integrating over 1 3 bands in the spectral range 0.1 6 pm to 

7.6 pm weighted according the incoming solar flux. Cloud optical properties within each LES grid 

cell are determined from cloud liquid water content by assuming a constant drop number concentra- 

tion of 200 per cubic centimeter and a gamma droplet size distribution with an effective variancc of 

0.1. Cloud single scattering properties (extinction, single scattering albedo, and scattering phase 

function) are tabulated for each spectral band using Mie theory. Gaseous absorption is treated using 

the shortwave Rapid Radiative Transfer Model using mixing ratio profiles cxtcnding from the surface 

to 40 km. Surface albedo varies with wavelength.The code uses the maximal cross-section method 

for three separate layers (above, below, in the cloud levels). We use 10 photons for each scene, 

which yields flux accuracies of about 0.3% in homogeneous clouds, and presumably grcatcr accuracy 

in domain-averaged fluxes when cloud fraction is small. 
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Simulating observations by profiling instruments 

We simulate obscrvations by a perfcct iiistrumcnt by extracting the time series of cloud prop- 

erties in the cloud model’s central column every ten seconds. We interpret these as two-dimensional 

slices of cloudiness by choosing a constant advection velocity v. and assigning a spatial width of 

Ax = vAt to profiles separated by time intcrvals A t .  Wc call thcsc cross-sections “soda straws,” to 

indicate that they have been constructed from individual columns. These cross-sections can be accu- 

muiated over any time interval; we have examined windows of 30 minutes, one hour, anti three 

hours. 
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Figure 1 : Three snapshots of cloud evolution during the course of a large-eddy simulation of 
shallow convection over a continental site, and the cloud field that would be observed by a perfect 

2.  profiling instrument at the center of the domain. The upper panels show liquid water path in g/m , 
the lnwer nanel !icriiid water rnntent in p/m3 We eqtim9te the maanitiide nf t he  three dimeminn21 
shallow convection over a continental site, and the cloud field that would be observed by a perfect 
profiling instrument at the center of the domain. The upper panels show liquid water path in g/rn2; 
the lnwer nanel licriiid water content in a/m3 We ectirnntp the mAonitiide nf t he  three dimenqinnal 


